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Abstract—Modeling and analysis tools are essential for design and evaluation of complex systems. This is particularly true for cellular systems, where, for instance, a variety of handoff, channel allocation, and data-transmission algorithms have been proposed.

In this paper, the capabilities of Petri nets (PN's) are used as a novel approach in the analysis of handoff, dynamic channel allocation (DCA), and cellular digital packet data resource management problems. The generalized stochastic PN (GSPN) models are obtained and analyzed as continuous-time Markov chains (MC's) derived from the reachability graphs. Solution of the MC results in performance indicators, which show the impacts of different algorithms on the system behavior.
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I. INTRODUCTION

In cellular communications, the transfer of calls or handoff between basestations and efficient use of channels or channel-allocation schemes are essential features. In this paper, a new methodology to model and analyze these processes of cellular radio systems, based on Petri nets (PN’s), is presented.

A handoff is defined as the transfer of a call to any channel in either a different or the same cell, without interrupting the call, in a manner that is transparent to the user. The main purpose of the handoff has been to ensure continuity of a call regardless of the subscriber mobility. Dynamic allocation of channels has been used to reduce the blocking probability by assigning the channels proportionally to traffic levels. The cellular digital package data (CDPD) standard has been developed to fulfill the need of users to transmit data over the cellular radio channel.

In today’s cellular radio systems, these features can also help to maintain efficient use of the spectrum, balance traffic, keep the service area of the designed cells, and ultimately better serve more users.

Hence, there comes the need for a generalized methodology to study the performance characteristics of the different handoff and dynamic channel-allocation (DCA) schemes. This method allows studying the behavior of each scheme under different system conditions, such as traffic levels and number of assigned channels. Earlier attempts to model the handoff and DCA processes were based on Markov chain (MC) and state equations [1]–[3]. It is shown in this paper that PN modeling offers significant advantages over the MC and state equations approaches.

In Section II, a background on PN is given, followed by modeling of cellular systems in Section III. Section IV is specifically concerned with handoff analysis. Section V analyzes the DCA problems, while Section VI deals with combined cases of handoff and dynamic allocation. Section VII introduces the analysis of data transmission, and finally, Section VIII presents the conclusions.

II. METHODOLOGY

PN is a graphical and mathematical tool applicable to model many complex systems. It is a tool for describing and studying systems that are characterized as being concurrent, asynchronous, distributed, parallel, and/or nondeterministic. As a graphical tool, PN can be used as a visual communication aid similar to flow charts and block diagrams. As a mathematical tool, it is possible to set up state equations, algebraic equations, and other mathematical models describing the behavior of systems.
A PN [4] is a particular kind of directed graph, together with an initial state called initial marking, $M_0$. The underlying graph of a PN is a directed, weighted, bipartite graph consisting of two kinds of nodes, called places and transitions, where arcs are either from a place to a transition or from a transition to a place. In graphical representation, places are drawn as circles, and transitions are represented by lines and boxes (see Fig. 1). From a transition point of view, an arc is called an input arc when it goes from a place to a transition and an output arc when it goes from a transition to a place. Arcs are labeled with their weights (positive integers), where a $k$-weighted arc can be interpreted as the set of $k$ parallel arcs. Labels for unity weight are usually omitted. A marking (state) is a vector, which assigns to each place a nonnegative integer. If a marking assigns to place $a$ nonnegative integer $k$, we say that $a$ is marked with $k$ tokens. Pictorially, we place $k$ black dots (tokens) in place $a$.

In modeling, using the concept of conditions and events, places represent conditions, and transitions represent events. A transition (an event) has a certain number of input and output places, representing the preconditions and postconditions of the event, respectively. The presence of a token in a place is interpreted as fulfillment of the condition associated with the place.

The behavior of many systems can be described in terms of system states and their changes. In order to simulate the dynamic behavior of a system, a state or marking in a PN is changed according to the following transition (firing) rules.

1) A transition $t$ is said to be enabled if it satisfies two conditions.
   a) Each input place $p$ of $t$ is marked with at least $w(p, t)$ tokens, where $w(p, t)$ is the weight of the arc from $p$ to $t$.
   b) There are no tokens in any inhibitor input place of transition $t$.

2) An enabled transition may or may not fire (depending on whether or not the event associated to transition $t$ actually takes place).

3) A firing of an enabled transition $t$ removes $w(q, t)$ tokens from each input place $p$ of $t$ and adds $w(q, t)$ tokens to each output place $q$ of $t$, where $w(q, t)$ is the weight of the arc from $t$ to $q$.

Examples of enabled and disabled transitions are shown in Fig. 2. Note that the input places "$p$" of the enabled transition fulfill the conditions mentioned above, whereas each input place of the disabled transition does not fulfill any condition. In this example, note that when the enabled transition is fired, tokens are moved from input to output places according to 3).

From an initial marking $M_0$, we can obtain as many new markings as the number of the enabled transitions. From each new marking, we can again reach more markings. This process results in a tree representation of the markings. Nodes represent markings generated from $M_0$ (the root) and its successors, and each arc represents a transition firing, which transforms one marking into another. The above tree representation, which contains all possible reachable markings, is called the reachability graph. The reachability graphs that have a finite number of nodes are called bounded. Those that do not have nodes without output arcs are called live graphs.

A. Stochastic PN's (SPN)

An ordinary continuous-time SPN is a PN with a set of positive firing rates $\Lambda = \{\lambda_1, \ldots, \lambda_m\}$, possibly marking dependent, describing the inverse of the exponentially distributed firing times of its transitions [5]. An enabled transition can fire
after an exponentially distributed time delay with mean \(1/\lambda_2\) elapses. Transitions are represented by boxes when they are timed transitions or by thin lines when they are immediate transitions that do not involve any time delay.

SPN’s are isomorphic to continuous-time MC’s due to the memoryless property of exponential distributions. When modeling with SPN’s, it is desired that SPN’s are live and bounded. This property is very important because it allows the derivation of useful performance measures for the analysis of SPN’s. The states of the MC correspond to the markings in the reachability graph, and the state transition rates are the exponential firing rates of the transitions in the SPN. By solving a system of linear differential equations representing the MC, various performance measures can be computed. If the underlying PN of the SPN model is live and bounded, then a steady-state solution of the finite MC can be obtained by solving a set of algebraic equations.

The generalized stochastic PN (GSPN) is an SPN that combines both timed and immediate transitions [6]. For these nets, timed transitions may represent stochastic processes, and immediate transitions may fire according to some rules, depending on the system states related to events, which do not include time, for example, choosing between two options.

A CPN model can be used for a qualitative analysis of the modeled system; when timing is also added, a quantitative analysis can be done [8]. These characteristics will be exploited when modeling large cellular systems in Section VI.

III. MODELING THE CELLULAR SYSTEM

In this section, we present the different events that take place in the handoff and channel-allocation processes and their representation using PN. The events we are interested in modeling are:

1) generation of new calls;
2) termination of calls;
3) calls being handed off to/from neighboring cells.

Based on PN description, we present the following models.

A. Modeling a Single Cell

In order to introduce the PN representation, let us consider a cell with two neighbor cells, whose PN representation is shown in Fig. 3, where the following notation is being used for the places.

1) Capacity: the tokens in this place indicate the number of available channels in the cell (initial marking 0).
2) Usage: the tokens stored in “Usage” are the number of channels currently being used by the subscribers in the cell (initial marking zero).

The transitions represent the events.

1) New: It is the generation of a new call. When this transition is fired, it takes a token from “Capacity” and puts one token in “Usage.”
2) End: This transition represents the event when a subscriber call ends. When “End” is fired, it takes one token from “Usage” and returns it to “Capacity.”
3) HOout: When a call is handed out to neighbor cell \( i \), this transition is fired. It takes one token from “Usage” and returns one token to “Capacity.”

4) HOin: When a call is handed in from neighbor cell \( i \), this transition is fired. It takes one token from “Capacity” and places one token in “Usage.”

For SPN’s [5], the timed transitions will be fired according to the statistical nature of the process. For instance, the triggering of the transitions of this model is as follows.

1) \( \lambda_1 \) is the rate for new-call generation, (Poisson process), for transition “New.”

2) \( \lambda_2 \) is the incoming handoff in rate, (Poisson process), for transition “HOin.” This rate can be represented as [1]

\[
\lambda_2 = E[C_i] \frac{E[v]}{L_i}
\]

where \( E[C_i] \) is the average number of calls in cell \( i \), \( E[v] \) is the average mobile speed, and \( L_i \) is the diameter of cell \( i \).

3) \( \mu_{\text{out}} \) is the release channel rate (negative exponential process), where \( 1/\mu_{\text{out}} \) is equal to the average call holding time. This rate is used for transition “End.”

4) \( \mu_{\text{in}} \) is the outgoing handoff rate for transition “HOout,” where \( 1/\mu_{\text{in}} \) is the average dwell time a handoff call spends inside the cell. Similarly to (1), the rate \( \mu_{\text{in}} \) can be expressed as [1]

\[
\mu_{\text{in}} = E[C_i] \frac{E[v]}{L_i}
\]

The values of the above parameters are given as input variables, and they depend on the physical characteristics of the cell, such as size, velocity of the mobiles, dwell time inside the cell, propagation characteristic, and details of the specific handoff algorithm. In the case of a uniform scenario, \( \mu_{\text{out}} \) equals \( \lambda_2 \).

The channel occupation performance is measured mainly by two parameters:

1) \( P_h \): probability that a handoff attempt is blocked (dropped call);

2) \( P_b \): probability that a new-call attempt is blocked.

IV. HANDOFF PROCEDURES

As stated before, handoff procedures are among the most critical algorithms that affect the total system performance. In this section, we present the analysis of three basic handoff schemes in an indoor cellular system with three-cell clusters, as shown in Fig. 4, where each cell is assigned \( c \) channels and one cluster is placed by the floor. This may be the case in an indoor PCS system.

Throughout the handoff analysis, we are modeling a single cell with two neighbor cells. In this model, we assume \( c = 10 \) channels, \( L = 30 \) m, \( E[v] = 1 \) m/s, an average call duration \( 1/\mu_{\text{out}} = 100 \) s, a handoff rate as (2), and a new-call arrival rate \( \lambda_t \). These are the parameters for the foregoing analysis unless stated otherwise.

All the analyses performed in this work were executed using the SPNP software tool [9], verifying that the models are live and bounded.

A. Prioritization for Handoff Calls

The prioritization of handoff calls is based on the idea that the blocking of a new call is less annoying than a handoff call being dropped when there is no available channels in the target cell. The prioritized schemes have been proposed in [1]. When the number of free channels in a cell is less or equal than a predefined threshold \( c_h \), new-call attempts will be blocked because the last \( c_h \) channels are dedicated exclusively for handoff purposes. This results in a handoff failure rate that is lower than the new-call blocking rate.

The use of PN in modeling this reservation scheme is shown in Fig. 5. In this model, an inhibitor arc is used to represent the prioritization condition. With this arc, transition “New” is disabled when the number of used channels is \( c-c_h \), allowing, thus, more handoff calls being accepted than new calls.

B. Queuing of Handoff Calls

A method of reducing the probability of forced termination of calls in progress consists of queuing handoff requests. In this case, handoff requests are queued during the time interval, which the mobile station (MS) spends in the handoff area or in the overlapping area between two cells. During the time that the MS spends in the handoff area, its communication with one of the base stations (BS’s) degrades with a rate depending on various factors, such as its velocity, direction of travel,
The most common queueing scheme is a first-in first-out (FIFO) discipline [10].

Now, Fig. 6 shows the PN model for the cell with a queue for handoff calls. After the handoff is requested (Handoff in), the token in “Handoff call” enables all “free,” “nofree,” and “exit” transitions. Only one of these could be fired. This will depend on whether there are free channels in the target cell or not.

1) When there is at least one free channel in the target cell, “free” is fired and a token is placed in “Usage” and one token is removed from “Capacity.”

2) When there is no free channel in the target cell, the transition “nofree” is fired, a token is put in place “queue,” and one token is removed from “queuecap.” Once the token is in this place, it enables the transitions “nowfree” and “dropcall.” The former is fired if one channel is liberated in the target cell, and the latter is fired if the call is dropped before the handoff was performed, due to the degradation on the signal quality. If the transition “nowfree” is fired, then one token is added to “Usage” and one is removed from “Capacity.”

3) When there are no free channels in the target cell and the queue is full, then, the handoff call is denied service and it is dropped by firing the transition “Exit.”

Note that the transitions “free,” “nofree,” and “exit” are drawn as immediate transitions because they are representing an event that does not imply time dependency. This is the action when the system is choosing what to do with the call and involves the action of assigning a channel, queueing, or dropping it although this action implies time, since the point of view of traffic modeling this time is neglected.

To prioritize the queue with respect to the new handoff request and new calls, the transition “nowfree” must have a higher priority than the transitions “free” and “new.”

Two parameters of the cellular system are introduced in this model. The first one is “queuecap,” which models the physical limit of the queue \( I \), and the second parameter is the average time that the mobile spends in the handoff area without interrupting the call. The effect of the latter parameter is modeled by the transition “dropcall” and its parameter \( 1/\mu_{\text{drop}} \) (negative exponential process, with mean \( T_d \)).

In Appendix A, a detailed explanation of the quantitative analysis that is carried out when PN is being used is presented for this handoff scheme.

C. Queuing for New and Handoff Calls

In this scheme, both types of calls (new or handoff) are queued in order to allow more calls having access to the system. When all channels are busy, all calls will be queued, but the handoff call will be served with a FIFO discipline and the new call with a last-in first-out (LIFO) discipline [3]. This means that handoff call has a higher priority than new calls, even if they are using the same queue.

The PN model for this policy is shown in Fig. 7. Note that there are similarities with Fig. 6. The main difference is that the queue for a handoff call is also added for new calls. The transition “priority” models the event when a handoff call is added to the queue and a new call is removed from the queue and dropped.

Once we have presented the different schemes for handoff handling, we present the results obtained from the quantitative analysis, as that presented in Appendix A, for the different models using the parameters presented at the beginning of this section. Blocking probabilities for both handoff and new calls are obtained for an offered traffic varying from three to seven Erlang per cell and a queue length \( I = 2 \).

The results for handoff models are presented in Figs. 8 and 9. Fig. 8 shows blocking probability for handoff calls (Ph)
versus offered traffic, and in Fig. 9, blocking probability (Pb) is plotted for new calls versus offered traffic. Both of these figures show that the lowest blocking probabilities are obtained for the third handoff scheme, where both new and handoff calls are queued.

V. DYNAMIC CHANNEL ALLOCATION PROCEDURES

The PN flexibility to study the resource assignment scheme is shown in this section. We address four basic schemes of channel allocation in cellular systems. The general PN model involving transitions for new calls is maintained, while transitions for borrowing and returning channels are added to model some channel-allocation schemes.

Dynamic channel-allocation (DCA) schemes have been proposed in order to cope with spatial and temporal variations in traffic, especially in microcellular systems. With DCA, any channel can be used by any cell subject to interference constraints. A variety of DCA schemes have been suggested in the literature, however, we choose three general schemes for our analysis.

A. Fixed Scheme

The fixed channel-allocation (FCA) scheme is chosen as a reference. In the FCA scheme, each cell has a predetermined fixed channels. In systems with FCA, call attempts are blocked if there is no idle channel in the serving cell, even though idle channels may still remain in neighboring cells. The corresponding PN model is shown in Fig. 10.

B. Random DCA (RandDCA)

RandDCA is the simplest dynamic algorithm, where all the channels in the cluster are kept in a central pool and are used on a call-by-call basis. When a new-call attempt occurs, a channel with an interference level below a certain threshold is randomly chosen from the pool. This process is done for any new or handoff calls. If all the channels are busy, then the call is rejected or dropped. The PN model for the RandDCA scheme is shown in Fig. 11. Note that the place “capacity”
Fig. 10. PN model for the fixed scheme.

Fig. 11. PN model for the RanDCA scheme.

is now a common place to all cells, and it has a total of $3c$ channels. Then, when a cell is trying to set up a call, it looks for an idle channel in the common pool. Here, it is assumed that the reuse distance is always maintained such that cells in the same cluster cannot use the same channel.

C. Hybrid Channel Assignment (HCA)

The HCA scheme [11] is a combination of FCA and DCA. In HCA, the set of channels is nominally assigned to each cell is divided into two subsets, $c_1$ and $c_2$. The subset $c_2$ is fixed in each cell as in FCA, but the subset $c_1$ is placed in a common pool as in DCA. This scheme combines the advantages of the former algorithms. The ratio between $c_1$ and $c_2$ depends upon the traffic conditions of the system. With HCA, when a call attempt occurs in a given cell, this looks for an idle channel among its own fixed channels first. If there is no idle channel in the fixed pool, then, a channel is picked up from the common pool.

The PN model for the HCA scheme is shown in Fig. 12. In this figure, A represents the cell of interest, where the blocking probability is analyzed, and B represents the other two cells in the cluster. The place “pool” contains a total of $3c_2 + 2c_1$ channels, where $3c_2$ is the total number of dynamic channels available to the three cells and $2c_1$ channels correspond to the total number of fixed channels available in the other two cells. When modeling the HCA scheme in such a way, we are representing the two neighbor cells as if they were together. However, in order to do so, the transition “new2” is fired with a rate twice the rate for a single cell, which is the case for cell A. In this model, the rate for the transition “new” in the target cell is $\lambda$ and for the transition “new2,” it is $2\lambda$.

In the PN model for the HCA scheme, two new transitions have been added: ‘Rp’ and ‘Tp.’ Transition ‘Tp’ is fired when cell A requires a dynamic channel from the “pool,” and the ‘Rp’ transition is fired when the dynamic channel is released and returned to the “pool.” When a new call arrives in the target cell, a token is placed in “aux,” enabling “free,” “Tp,” and “exit.” These transitions are assigned a priority value so that the highest priority transition is examined at first for firing. In this model, the highest priority transition is “free,” which tests for an idle channel among the fixed channels in the cell. If no channel is found in the fixed group, then, “Tp” looks for an idle channel in the common pool, which contains $3c_2$ common channels. Notice that the place pool in Fig. 12 contains $3c_2 + 2c_1$ total channels. However, the transition “Tp” is disabled when a maximum of $3c_2$ channels has been taken from the pool. If no channels are found in both the fixed and common pool, then the transition “exit” is fired and the call is blocked. The transition “Rp” is fired when more than $c_1$ channels have been returned from “usage A” to “cap A.”

With this scheme, fixed channels handle the normal traffic, while the dynamic channels are dedicated to carry any traffic fluctuations.

D. Borrowing with Directional Channel Locking (BDCL)

In [12], a different DCA scheme called BDCL is proposed. With BDCL, each cell has $c$ nominal channels as in FCA. Moreover, when a given cell requires more than its assigned channels, they can be borrowed from any neighbor cell if they are not being used. The main feature of this scheme is that when a channel is borrowed, this is only locked for usage in a directional way, allowing, thus, more cells to be able of borrowing the channel.

Our PN model is based on an analytical method for performance evaluation of the BDCL scheme, presented in [13], called phantom analysis. According to the phantom analysis, a given cell is able to borrow a channel from any adjacent cell with different channel sets if this is not being used by the cell with highest occupancy among those with the same channel set. To better understand this, let us consider a system with three-cell clusters. Assume that the total number of channels is $3c$ and it is divided into three sets, A, B, and C, each assigned to a different cell, which will be called cells A, B, and C, respectively. Thus, in a planar system, a given cell, say cell A, will be surrounded by six neighboring cells, three of them...
assigned channel set B (group B of cells) and the other three assigned channel set C (group C of cells). Then, cell A may borrow a channel from any cell in groups B or C. However, in order to avoid any cochannel interference, the channel to be borrowed from any group has to be idle in the cell having the highest occupancy in the group. The cells with highest occupancy from each group are called phantom cells because they may be different cells at different times.

Another special characteristic of the phantom analysis is that the borrowing conditions are also determined by the phantom cell position. Although the two phantom cells can take different positions in groups B and C, they have only two relative positions: side-by-side and opposite positions. To explain this, let $S_i$ be the subset of channels being used in cell $i$ and $|S|$ the number of elements in $S_i$. According to the phantom analysis [13], a call attempt in cell A will be blocked if $|SA| + |SB| + |SC| = 3c$ when the phantom cells are at a side-by-side position and $|SA U SB U SC| = 3c$ when the phantom cells are at an opposite position. Then, the total blocking probability at cell A is evaluated with the equation

$$P_b = \alpha P_{\text{side}} + (1-\alpha)P_{\text{opposite}}$$  \hspace{1cm} (3)

where $\alpha$ is the probability that the phantom cells are side-by-side and $1-\alpha$ is the probability that the phantom cells are at opposite positions. $P_{\text{side}}$ and $P_{\text{opposite}}$ are conditional blocking probabilities in the target cell. These probabilities depend on the phantom cell’s position.

For the sake of simplicity and with the purpose of presenting the capabilities of PN, we present the PN model for the BDCL scheme on a system as that shown in Fig. 4. The PN model in Fig. 13 is used to calculate $P_{\text{opposite}}$. In this model, the transitions “TP$xx$” represent the borrowing event, and the transitions “RP$xx$” represent the release event occurring when a call on a borrowed channel is terminated and the channel is returned to its original cell. Notice that when cell A borrows a given channel from any phantom cell, this is locked in the other phantom cell because they are at an opposite position. A similar PN model is used to calculate $P_{\text{side}}$ by defining the appropriate transitions for channel borrowing. In order to evaluate $\alpha$, a PN model based on that shown in Fig. 10 was built up for the entire system shown in Fig. 4.

For the models of the different DCA schemes, we used the following parameters:
1) number of channels per cell $c = 10$;
2) average call duration $1/\mu_{\text{end}} = 100$ s;
and stand for $\text{HO Func}(4)$, where Traffic (4), respectively, that $\text{HO Func}$, respectively, according to the Traffic (4). Similarly, Traffic for the place “Capacity,” where each Traffic represents the free channels in cell Traffic. We present both schemes, FCA (each cell with Traffic has been set to obtain a blocking probability of around 2%. Traffic, FCA exhibits a blocking probability 0.17% higher than Traffic for the FCA scheme, while in the case of an unbalance of Traffic, the blocking probability is 0.059% higher than Traffic. For example, transition HO represents all the possible handoffs between the different cells.

**VI. CPN in Complex Cellular Systems**

It has been stated that one of the characteristics of PN is its capability to model large systems without increasing the complexity of the model. We present the CPN model, illustrated by the analysis of a cellular system composed by three microcells and one macrocell as an umbrella.

The use of CPN will be explained with the following example. If we want to model the complete system shown in Fig. 4, we do not have to draw nine nets, as the net shown in Fig. 3, but we introduce the CPN model (see Fig. 16), where a single cell’s net models the nine cells of the system. Thus, the CPN model can represent different transitions of the previous model, for example, transition HO represents all the possible handoffs between the different cells.

Additional notation is used to describe markings, transition firings, as well as preconditions and postconditions for a firing in CPN. In the figure, C(Capacity) = $\langle f_i \rangle$ denotes the defined colors ($f_1, f_2, \ldots, f_D$) for the place “Capacity,” where each color $f_i$ represents the free channels in cell $i$. Similarly, C(Using) refers to colors on place “Using,” where $b_i$ stands for busy channels in cell $i$.

The transitions are denoted as C(trans) = $\langle \text{Func} \rangle$, where Func specifies the function that describes the firing rules for transition trans and how this transition is related to the different colors. The function $\alpha$, for the transitions End and New, is the same as that explained in Section II.

The function for the transition HO is denoted by HO($i, j$), which specifies the marking at input and output places before and after firing through the Pre(HO($i, j$)) and Post(HO($i, j$)) functions, respectively, according to the following rules.

1) Pre($\langle \text{HO}(i, j) \rangle$) = $\langle b_i \rangle$ + $\langle f_j \rangle$, where $b_i$ and $f_j$ stand for busy and free channels in cells $i$ and $j$, respectively, that are needed at the input places for firing.

2) Post($\langle \text{HO}(i, j) \rangle$) = $\langle b_j \rangle$ + $\langle f_i \rangle$, where $b_j$ and $f_i$ stand for busy and free channels that will be added to cells $j$ and $i$ at the output places after firing the transition.

**A. Macro/Microcellular Systems**

To enhance capacity and help managing the traffic of fast mobiles in microcells, it has been suggested to use a macrocell as an umbrella upon microcells. In the literature, some authors have proposed to use queue and prioritization schemes to manage the handoff calls. Now, we analyze the different options that can be implemented.

The system that we modeled is composed by three microcells and one macrocell. New calls could be placed in either the microcells or macrocell. A call is handed out from a microcell to a macrocell if it represents a fast mobile behavior or to balance the traffic load in the system. The possible schemes that have been proposed to handle the handoff calls are shown in Table I. The main idea to protect the handoff calls is to...
ensure that the forced handoff will not decrease the grade of service of the system.

For these schemes, we obtained four different PN models just relating the previous PN models described in Section V. This can be done by taking advantage of the modularity characteristic of the PN. For example, for the model, where the macrocell uses a queue discipline and the microcells use a priority discipline, we can use one module, as that in the

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Possible Schemes for Call-Handling in an Umbrella System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Option</td>
<td>Macro</td>
</tr>
<tr>
<td>Opt. 1</td>
<td>queue</td>
</tr>
<tr>
<td>Opt. 2</td>
<td>queue</td>
</tr>
<tr>
<td>Opt. 3</td>
<td>priority</td>
</tr>
<tr>
<td>Opt. 4</td>
<td>priority</td>
</tr>
</tbody>
</table>
We model a system formed by a macrocell with ten channels and three microcells each of which also with ten channels. For the RanDCA scheme, the microcells share the 30 channels. The new-call arrival rate is 0.0423 call/s, and the call holding time was set to 120 s. The low-speed mobiles were considered under 15 km/h and the high-speed mobiles above 20 km/h. The macrocell radius is 10 km, and the microcells radius are 1 km. For this scenario, we obtained the results in Table II. The blocking probability for both types of calls, handoff and new calls, in the microcells was very close to zero. This is because most of the high-velocity traffic is handed out to the macrocell. For FCA, the probabilities for macrocell were not affected so much as a comparison with the results of the previous section.

**VII. DATA TRANSMIT OVER CELLULAR SYSTEM**

In order to cope with a growing demand of mobile data transmission, cellular operators use their deployed infrastructure to transfer a short data burst over idle channels [14]. This channel-sharing scheme, known as CDPD, presents several resource management problems.

The data-traffic throughput will depend on the access scheme to the common shared traffic channels. Two main algorithms have been defined for data access: dedicated channel and frequency-hopping algorithm. The dedicated algorithm assigns $d$ channels for the exclusive use of data transmission. In a frequency-hopping algorithm, data will be transmitted over $d$ of the $c$ channels of the cell if they are idle of voice traffic, however, voice transmission has priority over data traffic. Hence, an incoming voice call in a channel being used by data traffic will force the data to hop to an idle channel. For both cases, different data users share $d$ data channels by an access scheme called digital sense multiple access (dsma/cd) with retransmission in case of collision.

The advantages of PN modeling allowed assessing the system performance for data transmission. The PN models for both algorithms are shown in Figs. 17 and 18, respectively. For the reported analysis, the number of channels was set equal to ten, the number of data channels, $d$, is equal to one, and the

<table>
<thead>
<tr>
<th>Option</th>
<th>Cell type</th>
<th>Blocking</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>Option 1</td>
<td>Macro</td>
<td>$P_h$ 0.00829</td>
<td>$P_b$ 0.09176</td>
</tr>
<tr>
<td>Option 2</td>
<td>Macro</td>
<td>$P_h$ 0.01859</td>
<td>$P_b$ 0.55101</td>
</tr>
<tr>
<td>Option 3</td>
<td>Macro</td>
<td>$P_h$ 0.32918</td>
<td>$P_b$ 0.56427</td>
</tr>
<tr>
<td>Option 4</td>
<td>Macro</td>
<td>$P_h$ 0.64472</td>
<td>$P_b$ 0.83714</td>
</tr>
</tbody>
</table>
voice traffic to 5.08 Erlangs for a blocking probability of 2%. Then, the data traffic was varied for different levels, and the simulations of throughput and delay for both algorithms are shown in Figs. 19 and 20. These results are in agreement with those obtained with the other methodology [15], which shows the flexibility of the PN methodology.

VIII. CONCLUSIONS

A novel approach using SPN’s as a performance evaluation tool for a variety of cellular subsystems and algorithms was presented. PN was shown to offer a systematic and flexible graphical tool to model the dynamics of the cellular system. Moreover, its mathematical base on the MC’s gives a powerful tool to analyze the effects of different handoff, DCA, and CDPD schemes on the overall system performance. The handoff processes were modeled for three different scenarios, namely, reservation of channels for handoff calls, queuing of handoff calls, and queuing of handoff and new calls.

Four basic channel-allocation procedures were analyzed in a three-cell cluster indoor system and under uniform traffic-load conditions. The algorithms modeled were FCA, RanDCA, HCA, and BDCL. CPN’s were used as a powerful methodology in the study of complex systems.

PN’s also proved to be an excellent tool for modeling and analysis of CDPD problems. An important contribution of this new methodology is that in addition to its flexibility and adaptability to different scenarios, it requires less computational effort than MC, keeping as a major characteristic that the complexity of the model increases slightly with growing system complexity.

APPENDIX A

In this section, we will review the process that SPN follows to model a given system. In particular, we will analyze in detail how the net on Fig. 6 works to project the parameters for performance measure we are looking for (such as the blocking probability for new and handoff calls).

In order to analyze the PN on Fig. 6, let us consider as an example an initial marking $M_0$ equal to $[300011]$. This representation means that three tokens are initially assigned to place Capacity; zero tokens are assigned to places Using, Handoff call, and queue, respectively and one token in places queuecap and Universe. As explained in Section II, we can generate as many new markings as enabled transitions there. Following the same marking-generation rule for each new marking, we can develop a graph as that shown in Fig. 21. Notice in this model that the arcs joining two different nodes in the graph correspond to the different transitions in the PN.

Once the reachability graph has been built, the next step consists of identifying the vanishing markings. A marking is said to be vanishing when it enables an immediate transition. When modeling the system, such markings do not introduce time delay, however, they are included as a factor in the rate to next nonvanishing marking. Then, they can be merged with the nonvanishing markings before building the MC. Fig. 22 shows the reachability graph when the vanishing markings have been deleted. Notice also that the remaining nodes in the reachability graph are labeled from $M_0$ through $M_4$. Notice that some arcs became double arcs. That is, they represent two transitions of the PN.
After generating the new reachability graph without the vanishing markings, the next step consists of mapping the reachability graph to the MC. Fig. 23 shows the corresponding MC. Notice that markings in the reachability graph became states, and the rates associated to the arcs will form the rates for the transitions. In Fig. 23, $\gamma_{ij}$ is the rate for the transition...
from state $M_i$ to state $M_j$. Note that rate $\gamma_{ij}$ is formed by adding all the rates that are between states $M_i$ and $M_j$.

Once the MC has been obtained, it is possible to calculate the steady-state probabilities of being in each of the different states by solving the linear system

$$\pi \gamma = 0$$

$$\sum_{i=0}^{4} p_i = 1$$

where $p_i$ is the steady-state probability of being in state $M_i$, $\pi = [p_0, p_1, \ldots, p_4]$, and $\gamma$ is a square matrix with elements $[\gamma_{ij}]$. After solving these equations, the following steady-state probabilities are obtained:

$$p_0 = 0.1478$$

Finally, to obtain the values of the parameters we are interested in, such as the blocking probability for handoff and new calls, it is necessary to identify the particular states that cause a blocking in such calls. For this particular model, a new call will be blocked when all the channels in the system are busy or when there are some handoff calls in the queue. This means that we are looking for those states where the number of channels in the place “Using” is equal to $c$, which, in this case, is $c = 3$ and those states where the number of channels in the queue is different to zero. As these two situations are present in states $M_3$ and $M_4$, then, the blocking probability for new calls will be $p_3 + p_4$. In the same way, we can calculate the probability of being in a specific situation by just looking at those states that fulfill the conditions we ask for.

This process of generating the reachability graph and the MC’s is more time-consuming when more channels or large models are considered. However, the methodology is the same, and it is applied to any type of PN to model any system. Finally, all of this methodology is implemented in different software packages, for example, in this paper we used SPNP [9].
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